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Abstract

Proteomics aims at determining the structure, function and expression of proteins. High-throughput mass spectrometry (MS) is emerging as a leading technique in the proteomics revolution. Though it can be used to find disease-related protein patterns in mixtures of proteins derived from easily obtained samples, key challenges remain in the processing of proteomic MS data. Multiscale mathematical tools such as wavelets play an important role in signal processing and statistical data analysis. A wavelet-based algorithm for proteomic data processing is developed. A MATLAB implementation of the software package, called WaveSpect0, is presented including processing procedures of step-interval unification, adaptive stationary discrete wavelet denoising, baseline correction using splines, normalization, peak detection, and a newly designed peak alignment method using clustering techniques. Applications to real MS data sets for different cancer research projects in Vanderbilt Ingram Cancer Center show that the algorithm is efficient and satisfactory in MS data mining.
© 2007 Published by Elsevier B.V.
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1. Introduction

Mass spectrometry (MS) is an attractive analytical tool in proteomics research. It can directly measure the complex mixture of proteins/peptides obtained from the biological tissues or cells. By comparing proteomic expressions between the biological samples from the controls and cases, one could find the disease-related proteomic patterns and biomarkers. That holds tremendous potentials for disease early diagnosis, prognosis, as well as drug target research. In practice, a biological experiment can generate an MS data set contains tens of thousands of spectra, and each spectrum contain tens of thousands sampling pairwise data points (\(m/z\) location and the corresponding intensities). Analysis of these data typically relies on inferring the existence of a peptide from the existence of a spike in the spectrum. This process is confounded by the variability in the \(m/z\) location and the shape/size of features when compared across samples. Also, the nontransparent nature of the data structure complicates the data analysis (Pedrioli et al., 2004). Therefore, the MS data processing is a very challenging task. With comparisons from another type of high-throughput...
biomedical data genomic expression data (e.g., microarray, SNP), MS data containing the protein information peak in the continuous time-scale data frame with substantial variances such as baselines and noises and we do not have much prior information of the peaks (the peaks from what protein/peptide and the electronic charge) in the spectrum. A commonly used model (Coombes et al., 2005; Hong and Shyr, 2007; Hong et al., 2007, for example) is that each raw spectrum data can be represented in three parts: the true signal, noises, and a baseline artifact. More explicit description of these three distinct components with mathematical physics background can be found in Hong and Shyr (2007) and Hong et al. (2007). This model allows us to address signal reconstruction and subsequent biological interpretation in a mathematically principled manner. The mathematical processing of MS signals can be roughly divided into two steps. First, in the “preprocessing” step, we attempt to recover from the time of arriving data as accurately as possible, the “true” signal reflecting the mass/charge distribution of the ions originating from the sample. The preprocessing step includes registration, denoising, baseline correction, peak selection, and across samples peak alignment. In this step, these operations are performed independently of any biological information one seeks to extract from the data. The second type of processing attempts to represent the data in a form that facilitates the extraction of biological information. This step involves operations such as dimension reduction, feature selection, clustering, and pattern recognition for classification. Recently, more articles in literature address both preprocessing and processing issues (Hong et al., 2007; Tibshirani et al., 2004; Wagner et al., 2003; Yasui et al., 2003; Yu et al., 2006). In this paper, a wavelet-based procedure for more exploratory data analysis is proposed in company with a better understanding of the MS data signal’s properties. The application of wavelet analysis is not only for the data denoising, but also for the feature extraction and pattern analysis. A wavelet smoothing procedure begins with a choice of wavelet family followed by a choice of thresholding method, each method involving parameters that control the amount of variation. To get visible features using wavelet smoothing, Morris et al. (2005) calculated the mean spectrum denoised by using wavelet transform and then define a peak by the range between flanking local minima and a local maximum. Here, the proposed point of view is that extracting scale-based signal content (defined by local differencing, not local averaging) and using the frequency-domain-like histograms to determine high-density regions (bins) of feature locations allow for a focus on features that distinguish themselves across all spectra.

The main contributions of this paper include analyzing MS data by wavelets method on both time domain and frequency domain, and utilizing a more adaptive wavelet method for data denoising; introducing a MS data analysis method on the wavelet domain after wavelet coefficients shrinkage which is more robust for peak selection and quantification; developing a comprehensive package, WaveSpect0, for the MS data processing. Mathematical tools and statistical techniques applied in this study involve splines for baseline correction, wavelets for adaptive denoising, and multivariate statistical techniques such as clustering analysis and signal processing techniques are combined for evaluating the complicated biological signals. A MATLAB-based software package is implemented for proteome MS data processing, especially on the matrix assisted laser desorption/ionization (MALDI) time-of-flight (TOF) MS data. The package takes a raw proteomic MS data set, an \( m \times 2n \) matrix (\( m \) spectra with \( m \) rows), as an input, undergoes all the above procedures, then generates an output, a \( p \times 2n \) matrix (\( n \) spectra with \( p \) features and corresponding locations). Innovations in this package include: unifying the step interval of discrete data by spline functions on the \( m/z \) domain, signal-self-oriented adaptive stationary discrete wavelet denoising, and the center alignment common feature finding algorithm. Applications to real MS data sets for different cancer research projects at the Vanderbilt Ingram Cancer Center (VICC) show that the algorithm is efficient and satisfactory in MS biomarkers discovery (Rahman et al., 2005; Xie et al., 2005; Xu et al., 2005; Yildiz et al., 2006). The idea of the algorithms design can be applied to functional data processing in general.

The remainder of the paper is organized as follows. In the next section, wavelet application to MS data as a denoising tool is discussed. In Section 3, the entire procedure of all MS data processing steps in WaveSpect0 is presented in detail. Examples to test the package’s performance with some comparisons are shown in Section 4.

2. Wavelets and applications in proteomic MS data analysis

Wavelet theory is developed now into a methodology used in many disciplines. Wavelets also provide a rich source of useful tools for applications in time-scale types of problems. The attention of wavelets was attracted by statisticians when Mallat (1989) established a connection between wavelets and signal processing. Wavelet thresholding has desirable statistical optimality properties (Donoho and Johnstone, 1994, 1995). Since then, wavelets have been proved very useful in nonparametric statistics and time series analysis.
In recent years, wavelets have been applied to a large variety of biomedical signals. There is a growing interest in using wavelets in the analysis of sequence and functional genomics data (Aldoubi and Unser, 1996; Hong and Shyr, 2006; Lió, 2003). In this section, we will discuss wavelets’ application in the proteomic MS data. Since the data are one dimensional and discrete, we will use 1-D discrete wavelets transforms. We carry out both data analysis and denoising process for MALDI-TOF MS data by using a stationary discrete wavelet transform (SDWT), which is shift-invariant and yields better visual and qualitative denoising, with a small added cost in computational complexity (Coombes et al., 2005).

2.1. Wavelets for MALDI-TOF MS Data

As a powerful tool for signal analysis, wavelets can be used to describe signals of long time intervals where we desire more precise low-frequency information and shorter regions where we want high-frequency information, by the variable-sized windows technique. In that way, by using wavelet analysis we can not only analyze the information on the frequency domain but also the information on the time domain. Nason and Silverman (1995) modified the basic discrete wavelet transform (DWT) algorithm to give a stationary wavelet transform that no longer depends on the choice of the origin. To apply stationary DWT, also called the undecimated DWT, the length of the discrete signal is required to be a multiple of $2^k$.

In MALDI data processing, using stationary wavelet transform, we adjust the data length to satisfy this requirement by padding them out by reflecting the intensities at the very end of m/z region. Applying stationary discrete wavelet transform to the MALDI-TOF MS data, we get the wavelet coefficients by decomposing the MALDI-TOF MS data to the 12th level. We notice that the lower level (high-frequency) wavelet components are similar to a random process while the higher level (low-frequency) ones are not. The skewness and kurtosis across levels (Fig. 3(L)) show us that the coefficients are symmetric and the thickness of tails is almost the same. The Kolmogorov–Smirnov tests were taken with the cumulative function of Cauchy and normal distribution, but the p-values would not differentiate the levels of coefficients distinctly. The energy-frequency analysis is always a key point to understanding the signal. The frequency power density distribution is given in Fig. 3(R). MALDI-TOF MS data sets collected from VICC show that all spectra have the relatively similar energy-frequency distribution, especially at the lower levels. Generally, for all spectra, the energy is mainly distributed at the coefficients over the 4th level. Due to the variation of across sample data sets these exploratory data analyses are important for data preprocessing.

2.2. Wavelet denoising strategy

In MALDI-TOF MS data processing for cancer study, the denoising process is critical since the feature selection relies only on the information from the denoised signals.

We assume that most of the noises are white Gaussian noises for all frequency levels. Some application observations of MALDI-TOF MS data include that there are more high-frequency signal components in the low m/z value region, and that the higher peaks are often associated with the higher variations of intensity. A basic wavelet-based denoising procedure can be described in the following:

**Decomposition:** Select the level $N$ and type of wavelets, then determine the coefficients of the MS signal by SDWT.

For wavelet denoising, we should decide over many selections, such as the types of mother wavelet, the decomposition levels and the values of thresholds in the next step. In the decomposition of MALDI-TOF MS data from VICC projects, we apply Daubechies’ wavelets of degree 6 or 8 and the decomposition level of 4 or 6.

**Thresholding:** Estimating the threshold values, based upon the analysis and empirical method.

For each level from 1 to $N$, use the estimated threshold values and set the detail coefficients below the threshold values to zero. We can choose a soft threshold as well. For hard thresholding, the thresholded coefficient $x$ is determined by

$$
x = \begin{cases} 
  x, & |x| > t, \\
  0, & |x| < t,
\end{cases}
$$
while for the soft threshold, the thresholded coefficient $x$ is calculated by

$$
x = \begin{cases} 
\text{sign}(x)(|x| - t), & |x| > t, \\
0, & |x| < t. 
\end{cases}
$$

Generally, with SDWT, hard thresholds have a better $\ell_2$ performance while soft threshold have better smoothness. However, with SDWT, since the coefficients are undecimated, hard thresholds will have both better $\ell_2$ performance and smoothness (Coombes et al., 2005; Lang et al., 1995).

Based on the knowledge of the wavelet analysis to the data set, we try to use the objective criteria to determine the threshold values. Basically, the choice of mother wavelets appears not to matter much while the values of thresholds
does (Coombes et al., 2005). Then, setting the values of thresholds becomes a crucial topic. According to the analysis above, we would like to set the threshold values based on the properties of data sets.

From Fig. 4, we can see that the high frequency components of spectrum data reduce in energy level as the \( m/z \) value increases because the values of median absolute deviation (MAD) change quite distinctly through different \( m/z \) segments. MAD/0.67 is a robust estimate of the non-normal variability. This phenomenon is caused by the fact that the machine has relatively low resolution for ions of small \( m/z \) values at low \( m/z \) interval. Therefore, we propose to set different thresholds at different mass segments by the changing trend of the coefficients at each level as described in Lavielle (1999). MATLAB has a built-in function, called \texttt{WVARCHG.m} for this purpose. Applying segmentally denoising strategy, the denoised signal can have reduced variance in the beginning section and retain the useful information in the posterior section.

**Reconstruction:** Reconstruct the denoised signal using the original approximation coefficients of level \( N \) and the modified detail coefficients of levels from 1 to \( N \) by the inverse SDWT.

A raw MALDI-TOF MS data and corresponding denoised data after baseline correction and normalization is shown in Fig. 5. In the real cancer data analysis, we find out that most wavelet coefficients of MALDI-TOF MS data at high-frequency levels, say from 1 to 4, can be almost ignored. However, we need to be very cautious when manipulating the low-frequency components for keeping as many true peaks as possible after thresholding. According to the exploratory data analysis in the beginning of this section, we select the threshold value large enough, say 40 times of MAD/0.67, to ignore most of wavelet coefficients at level 1–4, which represent the noise signals, specially in the region of large \( m/z \) values. The real denoising performance shows appreciation of wavelet application and exploratory data analysis.
Fig. 3. (L) Wavelets coefficients’ skewness and kurtosis by levels, and (R) wavelets coefficients energy through levels (4 spectra).

Fig. 4. Wavelets coefficients’ MAD at different m/z intervals of level 1–5 (from bottom to top).

Fig. 5. (L) A raw MALDI-TOF MS data, and (R) MS data after denoising, baseline correction, and normalization.
2.3. Analysis on wavelet domain

To view this proteomic data analysis from another angle, rather than extracting the peaks from the spectrum after wavelets denoising, we would extract useful information on the wavelet coefficients domain. The shrinkage of wavelets coefficients in some sense, is a process of principle component extraction as well as denoising (Donoho and Johnstone, 1995). After wavelet shrinkage, the number of wavelet coefficients is only about one tenth of the length of raw spectrum and around 4 times of the number of peaks.

Feature extraction on the wavelet domain will bring us some advantages. It could overcome the difficulty in the measurement of peaks, since the use of either the height of peaks or the area under the peak curves will introduce uncertainty and variation for the peak quantification. Also, it would help to discover potential biomarkers which are usually not prominent peaks or overlapped with adjacent big peaks. Therefore, feature extraction on wavelet domain provides a promising method for the complex functional data pattern recognition.

At the first glance, it might not be straightforward to interpret the discovered biomarkers. But, in fact, we already have the time domain and frequency domain information of differentially expressed wavelet coefficients. Applying wavelet inverse transform, it is simple to locate the biomarkers on \( m/z \) domain. In the real application, it is more helpful for the biologist to identify the biomarker regions rather than focusing only on the fixed peak locations. Based on the real data analysis in Section 4.2, we can see that the classification rate is very high, even when we set a very strict hard threshold shrinkage. In this way, the discrete wavelet coefficients can be seen as a kind of “principle components” for the differential analysis, which fulfills the dimension reduction function.

3. Method: processing procedures

In this section, we describe in detail a software package, WaveSpect0, for processing of proteomic MS data, which includes: step-interval unification, denoising, baseline correction, normalization, peak detection, and cross samples peak alignment.

3.1. Step-interval unification and denoising

First, we need to unify the input discrete data by assigning a common mass to each spectrum so that the MATLAB wavelet function can read in and represent the spectra correctly and efficiently. Here, cubic spline interpolation is applied in resampling so that the discrete data can be input with a constant sampling step-size. The advantage of such a step-interval unification is that we set up a standard discrete data read-in for MATLAB wavelet function with very little variation from the true spectrum and thus, the spectrum signal in the frequency domain can be analyzed during the signal-processing procedure with a quick correspondence to its \( m/z \) values. After spline resampling, all spectrum vectors have the same \( m/z \) value identifications with a constant discretized step-size. This step is necessary for the coefficient analysis on the wavelet domain, because we want to compare the coefficient on each scale from different samples sharing the same time scale. Next, we apply adaptive stationary discrete wavelet transform for denoising as we introduced in Section 2.

3.2. Baseline correction and normalization

The denoised data are still apart from the true proteins’ distribution because there is still artificial bias, called baseline. Therefore, a baseline curve should be subtracted from the denoised spectrum. For this purpose, we first search the local minima of the denoised signal and fit them with a spline curve by using the all \( m/z \) values. Then, the denoised signal minus the spline baseline curve becomes the approximation of the true signal. In our software package, we set up several choices for the baseline splines according to the desire of the smoothness of the baseline curves. More sophisticated baseline curves should be determined by statistical estimates on the spline coefficients.

To compare spectra in the same scale, the normalization step is inevitable. Since the spectrum after baseline correction is closer to the true distribution of the signal, we can normalize every element in the spectrum vector. In our package, we apply an \( \ell_2 \) averaging formula for the normalization, which is in the energy metric.
3.3. Peak detection and alignment

The final goal of the MALDI-TOF MS data processing is to identify the locations and the intensities of peaks. The spectra after all previous processing steps can be put in a matrix of column spectrum vectors of intensities. Usually, the local maxima in each column are the peaks of each spectrum. To filter out more small peaks, an ad hoc method based on the ratio of signal and noise ($S/N$) is proposed by Coombes et al. (2005).

In real application, one peak will be identified within a certain separation range ($SR$). An experimental formula for $SR$ is given by $SR = 2 + (X_i/1000)$ in Daltons, where $X_i$ is the $m/z$ location. However, in the peak matrix, the positions of peaks in each column around the same $m/z$ value may be slightly different from each other (apart from 2 to 3 rows in the matrix). Therefore, we must bin these peaks to correspond to the same $m/z$ value. This is called cross samples peak alignment. A so-called average spectrum is determined for the binning purpose by Morris et al. (2005). An new algorithm called project spectrum binning (PSB) is introduced by Hong et al. (2007). Here, we propose a “central” spectrum idea by using local clustering techniques so that the peaks of the central spectrum can be used to generate a binning. The central spectrum binning (CSB) algorithm can be described as follows.

*Step 1* (Finding center): The center vector is defined as the spectrum of the minimum sum of pairwise correlation distances to all the other vectors. In order to align peaks more accurately, we would like to calculate the distances segmentally along the $m/z$ domain and thus, find the centers for different $m/z$ intervals. We can apply the same segment (interval) distribution in the denoising step for this segmental distance calculation.

*Step 2* (Aligning peaks): We align the matrix by moving other vectors’ peaks near the center vector’s peaks (in local $SR$ binning window) to the center peaks’ positions, which means that we align the peaks in other spectra according to the center spectrum’s peak locations. This most likely needs more than one step to finish. After the first alignment, if there are a few peaks in other spectra appearing “too far” away from the peak locations of the center spectrum, then we may need the second time alignment using the center of the submatrix by deleting the first center spectrum in the original matrix. The algorithm can be iterated till a certain level of alignment, say 95% of peaks in all spectra have been assigned to $m/z$ locations with some central spectra. In this way, we make all “nearby” peaks to the same $m/z$ positions. There may still be a few nonzero rows with the majority of zero elements after the alignment. If necessary, we can omit those nonzero rows having, say, 1% or less nonzero elements in the row. Now we have an output matrix with $n$ spectra and $p$ features.

In the whole processing procedure, we have a consistent metric because the wavelet transform follows energy conservation. The success of wavelet denoising makes the peak selection and alignment accurate and efficient. An alignment method with a fixed bin width is used by Coombes et al. (2005). In comparison, the CSB algorithm is more efficient and accurate for cross sample peak alignment.

4. Results

In this section, we use a real data set from 62 healthy mice and 77 mice with tumors collected at Vanderbilt Ingram Cancer Center for evaluation of this wavelet-based MALDI-TOF MS data processing package.

4.1. Peak selection based method results

The input is a 50,000 × 278 matrix. We focus on the $m/z$ interval from 3001 to 23,480 Da, which contains the information of interest. As usual, the denoising procedure always has an intrinsic tradeoff between the signal’s sensitivity and specificity. Therefore, it is very important to set up good denoising parameters. In this example, we use Daubechies wavelet of degree 2 for decomposition and examine the SDWT coefficients at every level. The exploratory data analysis is necessary. After decomposing the signal into level 12, we have 13 coefficient vectors, including the approximates. It can be seen that the energy of the high frequency is very low and MAD values vary more at different $m/z$ intervals. Thus, we only do thresholding to the 6th level. We set 5 $m/z$ intervals to estimate the thresholds. Through the levels, the threshold values depend on the energy and kurtosis of the coefficients.

Actually, the so-called signal self-adaptive thresholding strategy takes the wavelet analysis by analyzing the signal in both time and frequency domain. The parameters vary in different decomposition levels and as well as in $m/z$ segments based on the signal’s own properties. Peak selection results will show up even more impressively in the balances of the tradeoff between the sensitivity and the specificity. To make all the spectra comparable, we apply the baseline correction and normalization to each spectrum as shown in (Fig. 5(R)).
Fig. 6 provides some comparison results in peak selection using data explorer software, which VICC normally used before we introduce WaveSpect0. Clearly, WaveSpect0 picks up more “true” peaks and eliminates many “false” peaks. In the peak alignment we use the $SR$ formula mentioned in the previous section. To evaluate our feature extraction effects, an unsupervised clustering analysis is applied with correlation distance and Ward’s linkage.

4.2. Wavelet coefficients analysis results

As we mentioned in Section 2, the wavelet shrinkage is efficient for dimension reduction. We can apply the well-developed classification and biomarker detection methods (Hastie et al., 2001) to this wavelet coefficient data. In the data set studied in Section 4.1, we only use 1800 wavelet coefficients, which is less than one tenth of the original length of the spectrum. Fig. 7 shows the original and reconstructed spectrum using selected wavelet coefficients, which we
can barely tell the difference. To validate this method, we also run support vector machine (SVM) with linear kernel on the wavelet coefficients. The classification result is positive: the accuracy of the testing set is 99.3056, according to 10-fold cross-validation, which means that by a small number of the wavelet coefficients, we can describe the original functional data’s pattern exceedingly well.

Finally, we would like to mention that a demo version of the software package with major source codes can be downloaded from the website: http://www.vicc.org/biostatistics/software.php.
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