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Chapter 14
Introduction to Time Series Regression
and Forecasting

14.1.

14.2.

(a) Since the probability distribution\4fis the same as the probability distribution¥pf (this is

(b)

the definition of stationarity), the means (andatlier moments) are the same.

E(Y) = 6o + LIE(Yia) + E(w), butE(w) = 0 andE(Y;) = E(Yi). ThusE(Y,) = 5o + BE(Y), and
solving forE(Y,) yields the result.

P-IP
(a) The statement is correct. The monthlggr@age change in IP 113‘—“1><1OO which can

(b)

(c)

(d)

t-1

IR

be approximated bfin(IR,) —In(IP_,)] x100 =100x Ir{I J when the change is small.

t-1

Converting this into an annual (12 month) changddgi1200x Ir( IIPPt J ‘

t-1

The values oY from the table are

Date 2000:7 2000:8 2000:9 2000:10 2000:11 2000:12
IP 147.595 148.650 148.973 148.660 148.206 146.300
Y 8.55 2.60 -2.52 -3.67 -7.36

The forecasted value &fin January 2001 is

Y., =1.377+ [0.31& ¢ 7.36)t [0.128  3.67
+[0.068x (- 2.52)F [0.00% (2.60)]
=-1.58.

-0.054

Thet-statistic onY,._j»is t = 3 =-1.0189 with an absolute value less than 1.96, so the

coefficient is not statistically significant at tbéb level.

For the QLR test, there are 5 coefficientsl(idmg the constant) that are being allowed to
break. Compared to the critical valuesdoer 5 in Table 14.5, the QLR statistic 3.45 is larger
than the 10% critical value (3.26), but less tHa5% critical value (3.66). Thus the
hypothesis that these coefficients are stablgésted at the 10% significance level, but not at
the 5% significance level.
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(e) There are 4% 12= 492 number of observations on the dependent \taridbhe BIC and AIC

are calculated from the formul&C(p) = In(%ﬂnp’j +( p+1)|nTT and
SSR p 2
AIC(p)=In| —— |+ (pt+D)—.
(P ( T j (p+1)=
AR Order (p) 1 2 3 4 5 6
SSR ) 29175 28538 28393 28391 28378 28317
| {sspg p} 4.0826 4.0605 4.0554 4.0553 4.0549 4.0527
n _
T
InT 0.0252 0.0378 0.0504 0.0630 0.0756 0.0882
(p+1)?
2 0.0081 0.0122 0.0163 0.0203 0.0244 0.0285
(p+1)?
BIC 4.1078 4.0983 4.1058 4.1183 4.1305 4.1409
AIC 4.0907 4.0727 4.0717 4.0757 4.0793 4.0812

The BIC is smallest whem= 2. Thus the BIC estimate of the lag length ist®e RAIC is
smallest whemp = 3. Thus the AIC estimate of the lag length is 3.

14.3. (a) To test for a stochastic trend (unityaotn(IP), the ADF statistic is thestatistic testing the
hypothesis that the coefficient onliB(_,) is zero versus the alternative hypothesis that th

_0'0178= -2.5714

coefficient on In(P;_,) is less than zero. The calculatestatistic ist =

From Table 14.4, the 10% critical value with a titrend is—3.12. Because2.5714> -3.12,
the test does not reject the null hypothesis th#P) has a unit autoregressive root at the 10%
significance level. That is, the test does notatejee null hypothesis that i) contains a
stochastic trend, against the alternative that stationary.

(b) The ADF test supports the specification usexarcise 14.2. The use of first differences in
Exercise 14.2 eliminates random walk trend imHi(

14.4. (a) The critical value for thetest is 2.372 at a 5% significance level. Sinee@nanger-
causalityF-statistic 2.35 is less than the critical value,caenot reject the null hypothesis
that interest rates have no predictive contentFagrowth at the 5% level. The Granger-
causality statistic is significant at the 10% level

(b) The Granger-causalify-statistic of 2.87 is larger than the 5% criticalue, so we conclude at
the 5% significance level that IP growth helps tedict future interest rates.

14.7. (a) From Exercise (14.E}Y,) = 2.5+ 0.7E(Y;_1) + E(u), butE(Y,) = E(Y;_ 1) (stationarity) and
E(u) = 0, so tha&(Y;) = 2.5/(1—- 0.7). Also, becausé = 2.5+ 0.7Y;_; + u, var(Yy) =
0.7var(Y,_ 1) + var() + 2 x 0.7x cov(Y;_ 1, U). But cov{Y;_, u) = 0 and var(;) = var(Y;_ 1)
(stationarity), so that var() = 9/(1- 0.7) = 17.647.

(b) The 1st autocovariance is
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cov(Y,,Y_ )=cov(2.5 0. + u .Y,
=0.7varf,_, * cov{ Y, )
=0.70%
=0.7x17.647%= 12.353.

The 2nd autocovariance is

cov(Y,,Y_,)=cov[(1+ 0.7)2.5% 0ZY,+ y+ 0.7, Y,
=0.7 var{_, )t cov( + 0.74_, Y., )
=0.7%20¢
=0.72x17.647 8.6471.

cov(v,,Y,) _ 0.7 _ 0.7
Jvar(Y,)vary,) oy

(c) The 1st autocorrelation orr (Y, ,Y_, )=

cov(¥,Y,) _0.7oy

JvartY,)var(Y,) 0Oy

(d) The conditional expectation &f,, givenYris

=0.49

The 2nd autocorrelation isorr (Y, ,Y_, )=

Y,.1r = 25+#0.7% =2.5+0.7 x102.3=74.11.

©2011 Pearson Education, Inc. Publishing as Add&esley



