Pseudoscience and Skepticism
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I.  Setting in popular culture:

A.  Popular culture has a shaky relationship with science.  The trappings of science are trotted out to give an air of authority (e.g., Dr. Phil).  However, the data from and practices of science are routinely ignored in popular culture.  A couple of examples:

The factual claims in the first example come from an MSNBC article: http://www.msnbc.msn.com/id/3077050.

1.  C.P. Direct of Arizona sold $74 million worth of “body enhancement” supplements (to increase penis length, breast size, grow hair, improve golf games, etc.).  Ninety percent of that ($66.6 million) was for Longitude, a product designed to increase penis length.  The pitch was that the pills “will make your penis grow until you are satisfied with your new size.”  (Customers were advised to stop at nine inches for the sake of their partners.)

They also sold Stature (increase height by up to four inches), Full and Firm (increase breast size), and Follicure (grow hair).

Investigation revealed the following:

a.  The ingredients in all the pills were the same.

b.  No medical experts were consulted, no scientific testing was done.

c.  There was never any reason to suspect that any of the ingredients would produce any of the results that were claimed.

You might be surprised to learn that the company was only prosecuted because they were automatically billing customers’ credit cards and shipping product after customers tried to stop (apparently at what appeared to them to be a full nine inches).  Technically, someone is supposed to be keeping tabs on these kinds of things, but in reality nobody really is.  It’s up to you to keep your brain switched on.

2.  Attachment therapy is designed to help children with attachment disorders.  I’m going to talk a bit about the Candace Newmaker case, but I will simply link to a piece in SkepticReport.com rather than try to include the details here.  (http://www.skepticreport.com/mystics/attachmenttherapy.htm)

Again, my point would be that keeping your brain switched on is a good idea.

B.  The theme of this discussion.  My concern is with science itself.  Science is treated as the answer to all kinds of problems (including the examples above).  If only we had done science on the penis pills, we could have avoided all that wasted effort.  Here’s the problem:  What is science?  Is it the case that just “doing science” is going to result in any kind of useful progress?  The bulk of what’s to follow will be about science, but we’ll get back to the title at the end.

The following section was developed from Longino, 1990.  For more information, see Longino, H. E.  (1990).  Science as Social Knowledge:  Values and Objectivity in Scientific Inquiry.  Princeton, NJ:  Princeton University Press.

II.  What is the role of values in science?  (Longino, 1990)  [In an ideal world, science would be value free.  The questions for this section are:  Is science value free?  If not, how do values influence science?  How much of a problem is that?  In the next section, we’ll consider some science of interest to popular culture and see how these questions affect actual science.]

A.  Two kinds of values:

1.  Constitutive values:  What is the goal of science?  Explanation of the natural world?  If so, then what counts as a good explanation?  How do we satisfy questions about truth, accuracy, etc.?  How do we choose between competing explanations?

Obviously, a lot of the day to day practice of science is governed by these values.  We’ll elaborate on one in some detail later, but there’s no such thing as science without adherence to the “rules” for what makes an activity science in the first place.

Nobody really gets concerned about this kind of interaction between values and science.

2.  Contextual values:  Personal, social, and cultural values about what ought to be.  The values derived from the context in which the science is done, not from goals or needs of the science itself.

The concern is that these kinds of values should not influence science.  If they do, then we have bad science.

The interaction can go both ways:

a.  Should science shape the social and moral values of society?

b.  Should social and moral values influence science?

The relationship can be complex.  For example, in Nazi Germany, purifying the racial stock was perceived as a good social value because of the science of eugenics.  On the other hand, the science was driven by the social values of the Nazi party (that a “pure” race was a desirable goal).  The US Holocaust Memorial Museum has an online exhibition on Deadly Medicine:  Creating the Master Race that contains more on this topic (http://www.ushmm.org/museum/exhibit/online/deadlymedicine/).

B.  How do values interact with science?  You can think of this as a continuum.  Overall, the situation is very complex, so you should treat this as a caricature.

|--------------------------------------------|--------------------------------------------|


Scientific integrity
Relativism

Three possibilities:

1.  Science is totally free of contextual values.  Maybe the “is” should be a “should be” as a constitutive value of science.  Nobody really defends this position.

2.  Science is influenced by contextual values at a superficial level.  Who gets funded, what gets funded, what is interesting to science are often a product of context and not science itself.  However, this can stay towards the scientific integrity end because the questions come from context, but the practice is unaffected.

3.  Relativism.  There’s no such thing as science without contextual influences (right at the root level of collecting the data).  One philosophical foundation for this position is Kuhn’s argument that a person can’t make an observation from a position outside of their particular paradigm (world view).  Most of the time, people are indoctrinated into a paradigm by training, and are relatively unaware of how it influences them.  People from two different paradigms viewing the same thing will see two different things and won’t be able to communicate with one another about the differences in their observations.  The paradigm is a controlling influence on the science that is conducted.  This makes observations relative to a particular paradigm.

This raises the problem of “truth.”  If everything is relative, what’s true?  Unfortunately (even though Kuhn is probably a bit strong), some of the relativist critiques are valid, and we have to worry about the influences of context at the root level of scientific practice.

The kicker for us is that research areas that intersect with contextual values will be most strongly affected, but those have the most implications for pop culture-science issues.

C.  What to do?  Longino’s suggestion is to embrace the social nature of science.  Of course contextual values influence science.  However, because different researchers bring different perspectives to the table, the sum of all of the answers to scientific questions will be closer to the “true” answer than any one perspective can get on its own.  There are two potential problems:

1.  Science cannot systematically exclude anyone from the process.  Without a diversity of opinions, you can’t get the checks and balances that a social version of science requires.  We can still expect some people advocating particular hypotheses to have to shout a little louder, we just need to let them in.

2.  If everyone agrees, we’re going to have a problem.  Sometimes science can go wrong for a long time because everyone is on the same side.  We need disagreement to make it work.

The following section was developed from Moore, 2003.  For more information, see Moore, C. F.  (2003).  Silent Scourge:  Children, Pollution, and Why Scientists Disagree.  New York:  Oxford University Press.

III.  An example of values in action.  Let’s apply this thinking about values and science to the problem of how to evaluate the effects of pollutants on child development.

Mercury poisoning symptoms (Moore, 2003, p.51).  (A lot of the tables are hard to reproduce, but I located some sites that have similar information for the mercury portion of the lecture.  A good one is http://www.pbs.org/now/science/mercuryinfish.html.  Also, try Google and search for “mercury and fish.”  You’ll get all you can stand.)
Forty-eight states currently have mercury warnings for fish, 19 have mercury warnings for all fish caught in the state.  Recent EPA studies found mercury in every fish sample collected, with 55 percent past the safe limit for women of childbearing age and 76 percent past the limit for children under three.  (Women who may become pregnant need to be careful to maintain low levels of mercury, or take measures to reduce their mercury levels before becoming pregnant, we’ll look at a calculator later to help with that.)  Excessive environmental mercury primarily comes from power plant emissions, and it concentrates as it moves up the food chain.  Eating predator species presents the most danger. 

The debate is not that mercury is dangerous.  The debate is about how much mercury is dangerous.  In terms of outright death, the threshold level of mercury required is pretty high.  Less mercury is required for symptoms below the level required to kill you.  The problem Moore (2003) addresses is: How much low-level, chronic exposure can a person take?  Especially, how is children’s development affected by low-level, chronic exposure to mercury?

At this point, I’m going to leave the data on mercury and focus on our interest in values and science.  For more data on mercury the internet offers a wealth of information (know that there are a lot of politically motivated sites on all sides, so you need to pay careful attention to sources).  What is the relationship between values and research on mercury?

A.  Constitutive values.  Here’s a probable constitutive value for science:

“Science should be very conservative about accepting new information as true.”

Science is a cumulative enterprise.  One set of findings builds on the next.  If “bad” data get in, then work that’s done building on the bad data will be compromised.  For example, Piltdown Man was a forgery that for about 40 years was accepted as a true example of a human ancestor.  A lot of effort was wasted trying to fit Piltdown Man into the fossil record and debating its merits.  Some scientists based their theories about human evolution on the Piltdown Man finds.  Ultimately, these theories turned out to be invalid, and wouldn’t have been held for so long if the forgery hadn’t existed.  (A collection of newspaper articles from 1953 when the forgery was revealed can be found at http://www.clarku.edu/~piltdown/map_expose/the_pilt_man_forgery.html.)

To prevent things like Piltdown, it’s hard to get a “fact” in.  I need to introduce some terminology.

1.  Type I error: A Type I error occurs if we believe a result is real when in fact it is not.  For example, if we believe that there is a difference in cognitive development for children exposed to mercury vs. children not exposed to mercury and there really isn’t a difference, that would be a Type I error.

In science, the probability of a Type I error is relatively easy to control.  It is set at some low value (usually .05, or five times in a hundred).  The probability of a Type I error is called alpha.

2.  Type II error:  A Type II error occurs if a result is real and we conclude that it isn’t.  For example, if mercury really did cause a deficit in cognitive development and we concluded that it didn’t, that would be a Type II error.

In practice, it’s a lot harder to control for a Type II error.  One way to get a lower chance of a Type II error is to increase alpha.  However, given the constitutive value of science discussed above, that can’t happen.  The probability of a Type II error is called beta.

In any statistical decision, there’s a chance of making one of these errors.  We can’t really know whether or not we’ve made one, we can just try to make the probability of an error as low as we can.  Moore (2003, p.263) presents a table showing the possible outcomes of a statistical decision.  Moore (2003, p.264) also presents a graph showing how Type II error probability can be decreased by increasing alpha.

Now we come to the values part.  Science is all about preventing “bad” results.  We set the bar for belief very high.  Unfortunately, when the goal is to find a null result (no difference) we don’t show the same concern for preventing a Type II error.  When it comes to environmental questions (like how bad mercury really is for children) the whole enterprise is set up to make it hard to find a positive result.  To decide whether or not that’s a problem, we need to look at contextual values.

B.  Contextual values:  At this point, I’d like for you to ruminate on who would care more about which types of error and how that could influence science.  Think as a parent and a power plant owner.

In general, there are two competing contextual values that influence environmental science.  To caricature them:

1.  The Kehoe paradigm:  Unless something has been proven to be harmful, let it go.  This is the current policy.

2.  The precautionary principle:  Unless something has been proven safe, don’t use it.

Which of these you adopt will influence your concern about the relative importance of Type I and Type II error probabilities.  Note that this is a way in which a decision influenced by contextual values can affect the practice of science.

This interaction can have very real implications.  The EPA releases fish guidelines regularly (an internet search can locate the latest guidelines).  Moore (2003) recommends that pregnant women use a mercury calculator to measure mercury intake in fish (Moore, 2003, p.70-71).  We can argue about whether our feelings about having to calculate pollution to eat should influence how science is done.

IV.  Wrap-up:  Now to the title.  The point I’m trying to make is that the kinds of things that come to mind when you hear the word “science” are not necessarily an accurate characterization of what science is.  The line between science and pseudoscience can be pretty blurry.  As a human enterprise, science is subject to the same foibles as any other human enterprise.  It’s a good idea to maintain a healthy skepticism and provide the other voice that’s needed in Longino’s (1990) account to make things work.
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